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Abstract—In this paper, we propose a simple adap- This paper is organized as follows. In Section 2,
tive control approach for uncertain flexible-joint robots e introduce the model and basic properties of EDFJ
including motor dynamics. The dynamic surface method robot systems with uncertainties. In Section 3, the

is applied to design the simple controller for electrically . . . . . .
driven flexible-joint (EDFJ) robots, and the uncertainties function approximation technique using SRWNN is

in the robot and motor dynamics are compensated by Presented and a simple adaptive control system for
using the adaptive function approximation technique. We  solving the robust control problem of the EDFJ robot

prove that all signals in the controlled closed-loop system system is proposed. In addition, the stability, robust-
are uniformly ultimately bounded. Simulation results for ness, and performance of the proposed control system
three-link EDFJ manipulators are provided to validate ' -
the effectiveness of the proposed control system. are analyzed based on Lyapunov stability theorem.
Simulation results are discussed in Section 4. Finally,
I. INTRODUCTION Section 5 gives some conclusions.

During the past several years, the tracking control [I. PROBLEM FORMULATION

of the flexible joint (FJ) robots has attracted many The dynamic model of an uncertainlink EDFJ
researchers due to the joint flexibility. There are manyphot consists of robot dynamics, joint flexibility, and

works using various control techniques such as Plhotor dynamics described by using the following
control [1], sliding mode control [2], [3], fuzzy control forms:

[4], [5], neural network (NN) control [6], [7], and

backstepping control [9]- [11]. However, all of these M (q)§ + C(q,d)q + G(q) + Fq

schemes have ignored the dynamics coming from elec- + K (q = qm) + Yo (¢, 4, qm) =0 (1)
tric motors which should be required to implement the Jiim + Bém + K (qm — q)

FJ robots in the real environment. Considering motor ' ' ) ) .
dynamics makes difficult and complex to design the + Yal(gm, gm, ¢ ic) = Hie  (2)
controller for electrically driven flexible-joint (EDFJ)  Lic + Ric + Kedm + Ye(Gm,ie) = u (3)
robots which is the fifth-order nonlinear system. EveQ/vhere
if a recent result were reported for EDFJ robots, the

uncertainties of the joint flexibility were not considered  Y,.(q, ¢, ¢) = —M (q) M " (¢){ K. (¢m — q)
(2. _ _ ~T, - Fi—Glg) - Clq,9)d}

In this paper, we propose a simple adaptive con- ) N
trol approach for EDFJ robots with uncertainties and {Km(am —q) = Fq — G(g) = Clg. 9)d},
disturbances. The dynamic surface method [13] which Ta(dm; Gm, @, ic) = —JJ ' {Hi. — T,
can solve the “explosion of complexity” problem of the — Ki(gm — @) — B}
backstepping technique is applied to design a simple 4 {Hiv — Kn(gm — q) — Bim},
controller of EDFJ robots. In addition, the function
approximation technique using self-recurrent waveleand
neural networs (SRWNNSs) [14] and the adaptive tech- . = . = .
nique are employed to compensate the model un- Te(Gm,ie) = (R = R)ie + (Ke — Ke)qm + T
certainties and disturbances. From Lyapunov stabilityzcluding the external disturbanc&s 7, and 7, €
analysis, it is shown that all signals in a closed-loogr"  denote the uncertainty terms of robot dynamics,
adaptive system are uniformly ultimately boundedjoint flexibility, and actuator dynamics of the EDFJ
Finally, we simulate a uncertain three-link EDFJ marohot system, respectively. Herg, ¢, ¢ € R™ denote
nipulator with complex nonlinear functions to demon-the link position, velocity, and acceleration vectors,
strate the simplicity and the robustness of the proposeg@spectively. M(q) € R"*" is the nominal inertia
control scheme. matrix, C'(¢, ) € R™*" denotes the nominal Coriolis-

centripetal matrix R™ is the nominal gravit
Jin Bae Park is with department of Electrical and Electronic P ’G(Q) < 9 Y

Engineering, Yonsei University, Seodaemun-Gu, Seoul, 120-749/€Ctor, andf’ € R™*" is a nominal diagonal, positive
Koreajbpark@yonsei.ac.kr definite matrix representing the coefficient of friction
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at each joint.q,,, Gm, Gm € R™ denote the actuator IIl. MAIN RESULTS
position, velocity, and acceleration vectors, respec-

tively. The nominal constant positive definite, diagonaft. Function Approximation Using SRWNNs

1 nxn nxn nxn
matricesK,,, € R"*", J € R"*", andB € R To compensate the unknown uncertainty terms, we

represent the joint flexibility, the actuator inertia, aanse the self-recurrent wavelet neural network (SR-
the natural damping term, respectively.€ R"""isa \yNN) and the adaptive technique. That is, the un-

nominal invertible diagonal matrix which CharaCterize%ertainty termsE; (z;) (j = r,a, ¢) are approximated
g\ =G

the electromechanical conversion between current arbq, SRWNN and the unknown actual diagonal constant

_toqutue.ii € R; is the arr?at:Jre c_ltJ_rrer:jt \f’_e(,:ttor 'ﬂfdct tmatrix L is estimated by the adaptive technique.
joint motors, &, are an actual positive definite constant -t gpyvwNN- consists of the four layer, i.e, an

diagonal matrix denoting the electrical inductance of ) ;
. . Input layer, a mother wavelet layer includin If-I
the motors.R and K, € R™*™ are nominal positive put layer, a mother wavelet layer including self-loop

- . . . . ight tl tput | . 14
definite constant diagonal matrices denoting electncz\?'\’e'g S, & p_roduc ayer, and an output layer. See [14]
. . or the detail structure of the SRWNN.
resistance and back electromotive force constant of theA rdin to th werful roximation abilitv. th
motors, respectively. The control vectar € R" is ccording to e:po ertiuf-approximation abiiity, the
SRWNN systems=;(-) can approximate the uncer-

used as the torque input at each actuator. . _ .
. S hat th inal .__tainty termsZ;(-) to a sufficient degree of accuracy
Assumption 1:Suppose that the nominal matrices o, compact setk,, as follows:

M(q), C(q,9), G(q), F, Kin, J, B, H, R, and K,
are only known, but the actual matricgés(q), C(q, ¢),

Ej(z5) z;|W) +¢ej(z;)

Gq), F, Ko, J, B, H, L, I, and K. with model =55 IW7) + 5 L
uncertainties, and the external disturbaneq’,, and = Ej(@;|W;) + [E5(z;|W]) — Ej (5] W;)]
T. are unknown. +¢;(x5) )

Assumption 2:The system stateg ¢, ¢, ¢m, and

1. are all available for feedback.

Assumption 3:The desired trajectory vectay, its
first and second derivativeg;, j; are only available,

wherej = r,a,¢e, v; € K., are the inputs of SRWNN
systems.e;(z;) denote reconstruction error$l; =
diagW; ;] (¢ = 1,2,--- ,n) are estimated weighting

and bounded.

Property 1: [9] The link inertia matrix M (q)
is symmetric, positive definite, and both/(¢) and
M~1(q) are uniformly bounded.

Property 2: [|M~'(q) Ky |l2 < M, whereM,, is a
known positive constant, ang- ||» denotes the matrix
induced two-norm.

Property 2 is reasonable due t®roperty 1 and a

matrices, andW; are optimal weighting matrices.

Here, diag-] denotes a diagonal matrix, and’;;

are estimated weight vectors. The optimal weighting

matricesW;* for SRWNNsZ; (-) are deﬁAned a¥lr =

arg ming, [sup, e, [155(25) — Z; ;| Wy)lll
Assumption 4: [15] Assume that the optimal

weight matrices are bounded eﬁWjHF < Wi,

wherej = r,a,e, || - ||» denotes the Frobenius norm.

constant positive definite matrik,,. Note that the bounded valué¥; ,; are not required
Define the state space variableszas= ¢, z, = ¢, 10 implement the controller proposed in this paper.

I3 = Gm, T4 = Gm, andzs = i.. Then, the uncertain These values are used only for the stability analysis of

EDFJ robot system is described as the following statdéhe proposed control system. Taking the Taylor series

space forms: expansion of=;(z;|W>) aroundW; for the training

of all weights of the SRWNNSs, respectively, we can

i) = 1o, 4) obtain [16]
= M~ (21)[~C (21, 22) — G(a1) — F(a) 2 (x| WF) — Ej (x| W)

- m Km Er ) 5 _ T 74 * 117
| T+ xg] + (I ) %) = WjT@j + Hj(Wj 7Wj) (10)
B3 = 14, (6)
iy =J '[~Bzy — Ky (23 — 21) + Has) where j = rae, Wi(t) = Wi — W;(t),
+ o) (7) 0%,1 0%, 0% n T £ 17
- a\va) _ ("')j :. B/‘/I\/.jyl 76/1/1\/.},2 ‘e O/V[\/Jyn y HJ(W] s Wj)
Lis = —Rws — Kewy + Ze(e) +u (8) are high-order terms. Substituting (10) into (9), we
obtain
wherex, = [z1 21 2117, 2, = [T 21 27 217, _ ~ —~ ~r
ze = 2] 2l)T 2, = —M Y (z1)Y,, Eq = =T 17, Ej(xy) = Zj(x|W;) + W; 0 +a;  (11)
and=, = —7Y.. eIl < pj 12)

The objective of this papeis to design a simple
adaptive control law for the state vectog; of EDFJ
robots to track the desired trajectory vectgrunder
Assumptiond.-3.

wherej =r,a,e, o = Hj(Wj*,ﬁ/\j)Jrsj(xj). p; >0
are unknown values used only for the stability analysis
of the proposed control system.
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B. Adaptive Controller Design Then, we choose the virtual control law as

In this section, we present the dynamic surface I B e
design approach for designing a simple adaptive con- Vs = HA [ngs x1) + By + J{—k3s;3
trol of EDFJ robots. The proposed control system is — Ea(alWa) + (v2 — vo5)/72}] (20)
designed step by step. ) N — )
Step 1) Consider the link dynamics (4)-(5). Defingvhere k3 is a positive constantiV, is the estimate
the first error surface vector, as of the Welghtlng matriXWa, and is Updated by the
adaptation law
51 =22 — 4q + A(w1 — qa) (13) . .
" L . Wa,i= 22,0483 — 02X, ;Wi 21
where A denotes a positive definite diagonal matrix. ’ 20183, = 0292, ’ (1)
Differentiating (13) yields wherei = 1,...,n, X, is a tuning gain matrix, and
6 = M_l(.%'l)[—C(SCl,l‘z) ~ G(a1) — F(x) og > 0. H/e\re, W, and )\g,i.are theith diagonal
element ofl¥, and \., respectively©Q, ; andss ; are
theith element 0l©, andss, respectively. In addition,
+ A(@2 — qa)- the filtered virtual control laws;; is obtained by the

following first-order filter:

— Koy + K] + Z0(2,) — Ga

Then, we choose the virtual control lawy as

v = K;ll[Kmxl + C((El,itz) + G(xl) + F(ZCQ) + M Tgpgf + Var = s ng(O) - VB(O) (22)

x {—kisy — Zp (2, |W,) + Ga — A2 — ¢a)}] (14)  wherers is a time constant.

— Step 4) Consider the equation (8). Define the surface
wherek; > 0 is a constantl¥, is the estimate of the grrors, — 25 — vs¢. By differentiating it, we obtain
weighting matrixi¥,., and is updated by the adaptation
law using ac-modification [17] as follows: Lsy = Lis — Ligy

e —~ = —Rxs — K, = — Liss. (23
Wii=M,iOr 51, — o1 AW (15) e 4+ Be(we) +u Zar- (23)

. . . . . Then, the actual control law is chosen as
wherei = 1,...,n, A; is a tuning gain matrix, and

o1 > 0. Here,W,.; and \; ; the ith diagonal element
of /V[Z and )\, respectively©, ; ands; ; are theith ~ — .
element of®,. and s;, respectively. — Ze(xe|We) +0(vs —vap)/m3 (24)

For the filtered virtual controller,, the virtual

controllery, is passed through the first-order low pasdVNere k4 is a positive constant, ant. and J are
filter the estimated matrices of the matfiiX, andd = L,

respectively, and are updated by the adaptation laws

u = 7]{1454 + RI5 + KeLL’4

nng +vip =v1, vip(0) =v1(0) (16)

. . We,z‘ = >\3,i@e,i34,i - 03>\3,iWe,i (25)
with a time constant;.

Step 2) Consider the equation (6). The surface error v = _)\47iw34,i — o4 (26)
is defined as, = x5 — 15, and its derivative i$,; = 3
x4 — t1y. Then, choose the virtual control law usingwhere ¢ = 1,...,n, A3 and )\é\areAtuning gain
(16) as matrices, andrs, o4 > 0. Here,W%,\ﬁi, Az, and
A4, are theith diagonal element oV, 9, A3, and
A4, respectively©. ;, s4i, v3,, anduvsy; are theith

where k, > 0 is a constant. To obtain the filtered €1€MeNt 0fOc, s4, v3, andwsy, respectively.
virtual controllerv, ¢, we pass/, through a first-order . .
low pass filter with a time constant > 0 as follows: C. Stability Analysis

In this subsection, we prove the uniformly ulti-
mately boundedness of the solution of the proposed
Step 3) Consider the equation (7). Define the surfacgontrol system. We first derive analytic expressions
error, with the filtered virtual control vectar,;, as Of the closed-loop system. Define the boundary layer
s3 = x4 —vay. Then, differentiating it and substituting €rfors as follows:
(7) yields

Vo = 7]43252 —+ (V1 — Vlf)/Tl (17)

Toliaf + Vof = 12, v25(0) = 12(0). (18)

Y=V — v (27)
§3 = Ty — f/gf

_ J‘l[—Bm Ko (w5 — 1) + Has) wherel = 1,2, 3.

_ . Using (11), (14), (17), (20), (24) and (27), the
+ Za(za) — 2, (19)  derivatives of the error surfaces can be rewritten as
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follows:

$1= M Y (z1)Kp(s2 +y1) — kis1
+WTeo, + ar,

89 = 83 + Y2 — kaso,

(28)
(29)

b3 = J Y H(s4 + y3) — ksss + WO, + aq, (30)
Lég = —kysy + WTO, + ae + 15%’, (31)

whered = ¢ — ¢. Differentiating (27), we can obtain

?Jl :—%+P1(81752;y17WT7Qd), (32)
1
yQ:7:3/-72+P2(51752,53,y1,y27Wr7Qd), (33)
2
. Y3
g = —=
T3

+ PB(Sla 52, 583,54,Y1,Y2, Y3, er Wa, Qd)7 (34)

where Qi = [ga 4a Gal", Pi(s1,52,91, Wr, Qa) =
— K Kmin + Fig + 89S0 + 8%0 + §C4, +
%il{_klsl + (jd - Er(x'r“/vr) - A(xQ - Qd)} +

M (z1){—k1$1 + dq — gf:d’;r — gffﬁ”,Wr — A —
da)}t, Pa(s1,82,83,91,y2, Wr,Qa) = kada +
%1 and P3(81752)83384)y17y27y37WT7Wa,9d) =
_Hf,l[Km(i’s — &1) + By + J{—k333 — gi;‘ -
3/;7“ W, — % | are continuous functions.

Let us consider the following Lyapunov candidate
function

3 3
1 _
1% =5 ; s;fsl + SZLS4 + ; leyl

+tr(WIATIW,) + tr(WEA; W)
Hr(WIAT1W,) + tr(ﬁT)\leg)} . (35)

where); = diag[Ai ;] (1=1,...,4),(i=1,2,--- ,n)
Ai; are the tuning gaingr(-) denotes the trace of a
matrix.

Theorem 1:Suppose that the uncertain EDFJ robot
(1), (2), and (3) is controlled by the proposed con-
troller (24). If the proposed control system satisfies
Assumptionsl-4 and the adaptation laws are chosen
as (15), (21), (25), and (26), then for any initial
conditions satisfying”(0) < u, there exist;, o;, and
A (I = 1,2,3,4) such that the errors of states and
adjustable weights of the closed-loop system are uni-
formly ultimately bounded and may be kept arbitrarily
small.

Proof: See the Appendix I. ]

Remark 1:In the adaptation laws (15), (21), and
(25), the partial derivative term®,.;, ©,;, and©. ;
for tuning all weights of the SRWNNSs can be evaluated
by the chain rule, as illustrated in [14].
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TABLE |
THE NOMINAL PARAMETERS FOR THE ROBOT DYNAMICS

[ Mass (kg) | Link (m) | Moment of Inertia (kgrf)

Joint 1 1.0 0.5 43.33<10° 3
Joint 2 0.7 0.4 25.08x103
Joint 3 1.4 0.3 32.67x10°3

e FJ manipulator are set t@ (0) = ¢2(0) = ¢3(0) =0
B and the controller parameters for the proposed control
R o system are chosen &g = 60, A = diag[8 10 15],

i A, = diag[0.00001 0.00002 0.0001], \y =
diag[0.000002 0.000002 0.000002], o; = 0.01,

and7; = 0.001 (I = 1,...,4) (j = 1,2,3). We
= employ the SRWNNL1 syster&,(-), the SRWNN2
@ (b) system=,(-), and the SRWNN3 syster®.(-). Here,

. note that only one product node is used for each
= SRWNN. The tracking results and errors of the the
proposed control system as shown in Fig. 1 indicate
L#%,_“ : that the suggested method can overcome unknown
T model uncertainties resulting from the robot dynamics,
joint flexibility, and the motor dynamics, and time-
varying external disturbances. Figure 2 displays the
outputs of the SRWNNs and estimates of diagonal

© (d elements ofy. Note that the uncertainty terms,((-),
Fig. 2. Outputs of SRWNNs and estimates of diagonal elementsa ("), Ze(:), ¥) are approximated by SRWNNs and
of ¥ (a) SRWNN1 (b) SRWNN2 (c) SRWNN3 (dj. the adaptive technique, effectively. Besides, we can see

that all signals in the closed-loop system are bounded.

IV. SIMULATION RESULTS

In this section, to illustrate the validity of the
suggested adaptive control system, the three-link EDFJ
manipulator is considered. The nominal robot dynam-
ics used in [15] is used. The nominal robot parameters
of the three-link EDFJ manipulator are defined in
Table 1. In this simulation, the link masses;s in In this paper, a simple adaptive control system for
the robot dynamics, and the parametésfs,, H, R, the EDFJ robot with model uncertainties has been
and K. in the actuator dynamics are assumed to beeveloped. First, the dynamiCS of the EDFJ robots has
uncertain. It is assumed that the masses in the robBgen introduced. Second, the simple control law using

dynamics have 58, 100%, and 50 uncertainties, the DSC technique and SRWNNs has been designed
namely, the actual mass values; with uncertain- for the tracking control of EDFJ robots with model

ties arem; = 1.5, my = 1.4, and mz = 2.1. uncertainties and external disturbances. Third, from

The nominal and actual EDFJ parameters are givefyapunov stability analysis, it is proved that all signals
as J = diag0.03 0.03 0.03], B = diag5 5 5|, in the closed-loop system are uniformly ultimately
K,, = diag100 100 100], H = diag10 10 10], R = t_)ounded. Final_ly, from t_he simulation results for three-
diag1.2 1.2 1.2], K, = diag15.6 15.6 15.6], K,, = link EDFJ manipulator, it was shown that the proposed

diag106.2 105.6 103.2, H = diag10.5 11.2 11.1], control system has the good tracking performance and

L = diag0.048 0.048 0.048], R = diag2.3 1.5 2.5, the robustness against model uncertainties and external

and K, = diag15.2 15.9 16.1]. In addition, the time- disturbances.
varying external disturbancés., T,,, andT. given by

V. CONCLUSION

T, = [0.2cos(t) 0.2sin(t) 0.1cos(t)]7,
— . : T
T, =[0.1cos(t) 0.2sin(2t) 0.2cos(t)]", APPENDIX |
and THE PROOF OFTHEOREM 1.
T. = [0.1cos(2t) 0.2sin(1.5t) 0.2cos(t)]”,

are assumed to influence the actual EDFJ robot model. Differentiating the Lyapunov candidate function
In this simulation, the initial positions of the three-link (35) and substituting (15), (21), (25), and (26), (28)-
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(34), we can obtain

V= s1 (M 'K, (s2 +y1) — k1s1 + ;)
+ 51 (s34 y2 — kas2)
+ 83 (J7 H (s4 + y3) — k3s3 + aq)

+ sf(—k:454 + ae) + oltr(’VVTTWT)
+ ootr(WIW,) + o5tr(WIW,) + oatr(970,)
3
T Yi
—-=+B).
+ ;yl ( p + l)

From the boundedness ¢f; and the existence qi,
there exists a positive constaRt such that| P,|| < R;.
Therefore, using Property Zssumption3, (12), and
the fact2z; 2y < 22 + 22 yields

. 1 M,,
V< (5 M P+ (1 252 Y fsal?

1+J7n
(4 Dflsall? + ( )n P

M,
1 m 2 et 2
+< +72 >||y1|| +2||92H
J

(36)

+ llys||* + L + L + L
Y3 Qpr 2pa 2pe
4 3 1 1
2 2 2
=Yl + 3 (- 2l + 372
=1 =1
I 1~ [
- 501HW,-||2F - *UQIIWaII% - fasllWellrfw
1 - 1
— 50’4”19”%74’ 9 W2]\4+ UQW
1 1
+ 503W M+ U4||79||F

where J,,, is a maximum eigenvalue of ~' H. Here,
choosingk1 = (1/2)+ M, + k5, ko = 1+ (M, /2) +
k3, ks = o +14+k3, ko = (14 Jp)/2+ k5, /71 =
14 ( m/2) + 79, /0 = (3/2) + 72, and 1/73 =

+ (Jm/2) + 73,

. 4 1 —~ 1 —

V<= killsil? = SoullWilly - Soa Wl

=1

3
1 —~ 1 ~
— 50l Welt = SoulldlE = Y wllwl* + 0
=1

< —2¢V + 0. (37)
where kf > 0, v > 0, O = W72, +
302 W e F "73W2M + soullF + $02 +
P2 4+ 3p2 + FX0 RE and 0 < ¢ <
minlky, k3, k5, k5 / Lar, v, y2, s, 20, 2252
%’ (74/\#]' Here )‘l,ma >‘2,ma /\3,ma and )\4,m

are the minimum eigenvalues of;, A2, A3, and
A4, respectively. Equation (37) implies th&t < 0
onV = u whenV > (0/2(¢). Accordingly, all

(=1,
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,4), ( = 1,2,3). That is, the tracking

error s; can be made arbitrarily small. This completes

the

(1]

(2]

(3]

(4]

5

(6]

(7]

8

(9]

(20]

(11]

(12]

(13]

(14]

[15]

[16]

[17]

signals in the controlled closed-loop system are
uniformly ultimately bounded. Besides, the errors can

be kept arbitrarily small by adjusting;", v;, o1, A
34

proof of the theorenil
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